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Outline

1) A few words about radio astronomy, present and future

2) Focus on the European Very Long Baseline
Interferometry Network

3) Plans for wide bandwidth data transport through the
NRENSs

4) Last mile connections



In astronomy, four types of use of wide
bandwidth links are envisaged

Transport of raw data from telescope(s) to data
processing facility

Distribution of data from processing facility to users
“Mining" of databases

Real-time remote control of telescopes



Transport of raw data in radio
astronomy arrays

Examples:

* hational scale e-MERLIN (UK)

* regional scale LOFAR (NL, DE, SE)
» European scale e-EVN

- global scale Global VLBT

VLBI = Very Long Baseline Interferometry
EVN = European VLBI Network



Radio telescope arrays

create images by interferometry

*the more telescopes in the array, the better the image quality
the greater the bandwidth detected, the higher the sensitivity
«data transported is incompressible “white” noise

«24Xx7x365 operation

networks of radio telescopes spread over 100’s to 1000’s of km
provide zoom lenses for astronomers




Transport of raw data on a national scale:

e-MERLIN (UK)

 Dark fi bres to connect
tdescopes to Jodrdl Bank
Observatory near

- TR
Jodrell Bank

Manchest er
L}
e Sustained datarates of 30 ‘8%

Gobps/tdescope todata
pr ocessor

 Funded, operationd in 2006



Transport of raw data on a regional scale:

LOFAR (NL, DE, SE (Lo1s))

total data rate ? |
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Log-spiral distribution, 300 km operation 2007



Transport of raw data on a global scale: VLBI
arrays Euroe USA Asia-Pacific

| © Asia Pacific Telescope (APT)
M Unaffiliated Telescopes
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And now, an example of radio
zoom lens imaging



deep in the heart of the
gal axy (zoom factor=1000)
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- hol e’.ﬂ




Back to the European VLBI
Network



16 telescope data
processorat JIVE
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how do we currently
VLBI configuration :
do thi s?
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e-EVN: a real-time connected radio
telescope as large as Europe

use the Gridinfrastructure for

-- transporting raw data-streans of 1-10 Gops from
each radiotelescopetothe central data
processor at JI VE

-- qudity of service not a bigissue

toprovide
— new astronom cal capahilities
— operationd robustness and flexihklity

ti mescde
first tests. 2002, full-scde depoyment: post-2005






Science impact

ered-ti me operation dlows flexide dynamcscheduingto
respond to “targets of opportunty” like exd odi ng stars

W de bandw dt h that is dways availdd== ng or increase in
sensitiMty for radi o sources at t he edge of the unverse

W de bandw dt h== very high qudity | nag ng
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Operationd 1 npact
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Lambda Networks:
Perfect for VLBI?

End-to-end connections (layer 1)
Virtual, dark fibre networks

dedicated chain of wavelengths between
telescope and data processor

Lambda always-on!



Network layout for VLBI A-fest

VLBI data

Lambda switch
(or patch panel)
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are outside SURFnet domain




16 km of new fibre

S

180km to SARA
via Global Crossing
installed link

2 N's @1Gbps from
Dwingeloo to
Amsterdam

Internet Exchange

@SARA.

Funded by Gigaport
and NWQO, and
realised by SURFnet

antwerpen




Grid

The International Virtual | www.startap.net/igrid2002
Laboratory | www.igrid2002.org

24-26 September 2002
Amsterdam Science and Technology Centre (WTCW)
The Netherlands

Call for Applications with Insatiable Bandwidth Appetites!

“We hereby challenge the international research
community to demonstrate applications that benefit from
huge amounts of bandwidth!”



Beyond iGRID

links from Nordic radio telescopes in Sweden
and Finland

N
IN
N

Ks from remaining EVN telescopes (e-EVN)
K from USA via Chicago/New York

K from Japan via TransPac/Chicago

Dwingeloo connection can be upgraded to
multiple As with multi-gigabit/s capacity



Challenge for the research
community (NRENs, Research
Councils, Institutes)

How to deal with the “first km
problem” for the radio
telescopes in Europe



location

JIVE (NL)
e-MERLIN (UK)

Westerbork (NL)

Metsahovi (FI)

Medicina (IT)
Noto (IT)
SRT (IT)

Matera (IT)

Effelsberg (DE)

Onsala (SE)

Yebes (ES)

Torun (PL)

Shanghai (Ch)
Urumqi (China)

distance

16 km
10 km

30 km
6 km

30 km
88 km
42 km
100 km
S5 km
10 km
70 km
0 km

NREN

SURFnet
under investig.

SURFnet
FUNET

GARR
GARR

GARR
GARR
BI\
SUNET
Rediris

Posnan

status timescale
approved Aug 02
approved
not yet appr.
to be ordered 3 months

under study

under study

under study

in place

bandwidth

2x1 Gbps (mdf)

1, 2.5 Gbps
(mdf)

2 Gbps

155->622 Mbps
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The NORDUnet Network
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e-VLBI international working
group

» established 9 April 2002 during the first international
workshop at MIT Haystack Observatory

» will meet as a “BOF” group at other meetings

 second international workshop in Europe at Joint Institute
for VLBI in April 2003

 charter and “white paper” to be written
» website supported by Internet 2

« Japan well advanced in e-VLBI;
US “last km” problem may be less severe than in Europe



Summary

* radio astronomy will be a heavy user of research network
infrastructure

* it pushes the envelope of sustained data transfer at very
high bit rates through the research networks

* creating an on-line radio telescope as large as Europe is a
novel application, with potentially high public visibility for both
astronomy and the research networks
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